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# 摘要

端到端（E2E）模型在许多方面都优于流式语音识别的现有传统模型[1]，包括质量（通过字错误率（WER）测量）和端点延迟[2]。然而，与传统的ASR模型相比，该模型仍然倾向于将预测延迟到最后，因此具有更高的部分延迟。为了解决这个问题，我们考虑通过一个名为FastEmit的算法来鼓励E2E模型尽早发出单词[3]。当然，延迟的改善会导致质量下降。为了解决这个问题，我们探索用一致性层替换E2E模型编码器中的LSTM层[4]，这显示了ASR的良好改进。其次，我们还探讨了运行第二遍波束搜索以提高质量。为了确保第二遍快速完成，我们探索了非因果一致性层，这些一致性层馈送到相同的1stpass RNN-T解码器中，这是一种称为级联编码器的算法[5]。总的来说，Conformer RNN-T和级联编码器为流式ASR提供了更好的质量和延迟权衡。

*索引扩展*-RNN-T，一致性，级联编码器，延迟

# 1.    导言

拥有一个端到端（E2E）语音识别模型[6–11]，在质量和延迟的所有维度上与传统模型（具有独立的声学、发音和语言模型组件）的质量相匹配/超过，已经成为过去几年一个具有挑战性的研究方向。

在延迟方面，E2E模型的一个这样的要求是它们必须是流式的。当用户说话时，它们必须以最小的延迟向屏幕发出单词。研究了递归神经网络变换器（RNN-T）[9]、神经变换器[12,13]、单调注意[14,15]、触发注意[16]和Scout网络[17]等模型来解决流的性质。另一个要求是，一旦用户停止说话，模型必须快速停止解码，这就是所谓的端点问题。将endpointer折叠到E2E模型中有助于解决这个问题[2]。
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将上述许多组件放在一起，我们最近发布了一个在设备上的模型，该模型在WER和端点延迟方面都超过了传统模型[1]。然而，该模型的一个问题是，与通过校准训练的传统模型相比，部分假设仍然延迟到最后。

在这项工作中，我们探索的想法，以改善模型的部分延迟。语音-文本对齐可用于改进令牌预测定时[20,21]，这通常会导致较大的质量下降。我们采用了最近提出的FastEmit[3]。它正则化RNN-T格子来鼓励非空白令牌，并基于转发概率来跨越整个序列的空白令牌。结果表明，该方法能有效地减少模型的部分延迟，且质量下降较少。

可以预期，任何试图改善部分延迟的研究都会导致轻微的质量下降。为了解决这个问题，我们探索改进核心E2E模型，将编码器中的循环LSTM层替换为一致性层，这在Librispeech[4]中显示出了希望。此外，我们还考虑改进我们的第二遍策略，以便可以运行波束搜索，而不是重新扫描[5]。我们在语音搜索任务中探索了改进延迟和质量的方法，与[1]相比，平均部分延迟和预取延迟分别减少了250ms和170ms，相对功耗降低了10%。

# 2.    模型改进

## 2.1.    符合者

我们使用Conformer[4]来提高模型的质量。文[4]中使用的模型是针对非流、单域和短句的任务设计的。在这项工作中，我们将其用于流式多域任务[1]。我们首先将自我注意、卷积和规范化层限制为仅在流应用程序的先前上下文中使用。我们还用局部自我注意取代了全语境自我注意，这有助于推广到长话语[22]。与[1]一样，我们对来自不同领域的数据组合进行系统培训。为了提高效率，我们在创建批处理（即bucketing）之前聚合长度相似的语句。由于跨域的长度分布不同，对于特定批次，数据可能会偏向某个域。这可能导致在原始一致性层中使用的批处理规范化的统计有偏差，进而限制模型跨域的泛化能力。我们通过将批处理规范化层替换为组规范化层来解决这个问题[23]。这对于我们的多域模型的质量至关重要。

此外，我们通过去除原始的相对位置编码来加速训练和推理[24]。相反，我们重用现有的卷积模块，该模块从相邻上下文聚合信息，从而隐式地提供相对位置信息[24，25]。这是通过简单地交换卷积模块和多头自我注意模块的顺序来实现的，从而得到图1所示的改进的一致性块。
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图1：改进的一致性块体系结构。

## 2.2.    双通道级联编码器

双道次模型的一个大目标是弥补第一道次的质量下降。为了改进我们目前的两遍方法，也就是运行重扫描，我们希望运行波束搜索。这种波束搜索的挑战之一是，我们需要该模型对短搜索语句以及长字幕语句的解码具有鲁棒性。通常，基于注意力的模型在长形式上做得很差[22]。

为了解决这个问题，我们考虑使用RNN-T本身运行第二次通过波束搜索，它对长格式具有更好的鲁棒性[26]。我们称之为级联编码器[5]的模型如图2所示。为了将LAS的非因果方面（提高质量）[18]添加到流式因果RNN-T系统中，我们在因果编码器层的顶部添加了额外的非因果编码器层。第1遍仅使用因果编码器和RNN-T解码器。在第二遍中，附加的非因果层接收第一遍编码器输出的左右上下文，并再次馈送到同一解码器。一个RNN-T解码器在第一和第二通道之间共享，以实现更小的模型尺寸和设备上的优势。
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图2：级联编码器模型的框图。

# 3.    延迟改善

在本节中，我们将介绍流式ASR的延迟度量以及减少延迟的技术。与平均令牌延迟不同[21]，我们采用了与流式语音应用程序（如语音搜索和助手）直接相关的度量。

## 3.1.    终结点延迟

在基于ASR的流应用程序中，当用户结束讲话时是触发下一步实现的关键信号。对于语音搜索/助理，它向ASR系统发送信号，以最终确定识别结果，并启动服务器请求更多信息或客户端的操作。Endpointer latency度量用户结束讲话和系统预测查询结束（EOQ）之间的时间差。这是我们在前面的工作[1,2]中通常提到的延迟度量。较低的终结点延迟导致较低的应用程序延迟和更快的系统响应。我们采用相同的RNN-T端点模型，并在训练期间对EOQ进行早期和晚期惩罚，以减少端点延迟[2]。我们报告了中位数（即第50百分位，EP50）和第90百分位（EP90）的潜伏期进行比较。

## 3.2.    预取延迟

预取是一种常用的技术，用于基于web的应用程序中，以减少应用程序堆栈中涉及的网络延迟[27,28]。流应用程序通常不等待EOQ信号，而是基于部分/不完全识别假设发送早期服务器请求（检索相关信息或下一步操作所需的资源）。如果预取基于与生成EOQ时的最终假设不匹配的部分假设，那么它将作为过早预取而被丢弃，从而增加总体计算成本。但是，如果预取中使用的部分假设与最终结果匹配，则系统可以立即执行以下操作，而无需等待其他服务器响应。这节省了从服务器计算和获取响应的时间，并减少了网络处理延迟。预取延迟定义为触发第一次正确预取和用户结束讲话之间的时间差[29]。只有当预取使用的部分识别结果与最终识别结果匹配时，预取才是正确的。如果找不到正确的预取，则延迟将回落到Endpointer延迟。除了延迟，预取率（即每个查询的预取次数）也是一个重要的度量。为了进行比较，我们报告了第50和第90百分位延迟（PF50和PF90）以及预取率（PFR）。

### 3.2.1.    E2E预取

触发预取的方法有多种[29]。它通常依赖于从解码或外部语音活动检测器（VAD）观察固定的静默间隔。最近有人提出了一种E2E预取方法，它产生了更好的预取延迟和预取速率折衷[29]。它利用RNN-T端点模型的EOQ预测来进行预取决策。与端点不同，我们希望为每个部分结果生成EOQ，但避免改变解码。为了实现这一点，在顶梁上显示EOQ之前的每一帧，我们人为地将其添加到当前假设的末尾，以计算给定观测值和迄今为止最佳路径的概率。这使我们能够预测查询在每个时间帧完成的可能性，以及在解码后续帧时相应的部分结果。如果概率大于预定义的阈值，则系统声明预取决策。

## 3.3.    部分延迟

预取依赖于ASR模型生成的部分结果。最好是输出延迟较小的部分假设的系统。因此，我们将部分延迟定义为模型生成第一个正确的部分假设与用户结束讲话之间的时间差。同样，部分假设的正确性是指它是否符合最终确认的假设。与预取延迟不同，部分延迟是ASR模型本身固有的，不依赖于应用程序管道中实现的附加逻辑，例如触发优化的决策。部分延迟是预取延迟的下限。开发减少模型部分延迟的技术将为减少整体应用程序延迟提供更大的空间，并且独立于实际的应用程序管道。

### 3.3.1.    约束对齐

改善部分延迟的一种方法是基于从其他模型生成的对齐来约束模型的预测[20]。与约束EOU令牌的RNN-tep模型类似，如果每个单词的开始和结束令牌从围绕从对齐中获得的相应基本真值的缓冲区中掉出来，则约束对齐会惩罚它们的预测。它已经被证明可以产生更准确的预测定时信息，并且可以用来改善部分延迟。

### 3.3.2.    快速发射

在传统的RNN-T优化中，只要目标序列的日志概率最大化，则发射非空白令牌和空白令牌相等地对待。然而，在流式ASR系统中，应该阻止空白令牌（即，输出没有），因为它会导致更高的延迟。因此发展了一种简单有效的序列级发射正则化技术FastEmit[3]。它鼓励预测非空白标记，并基于前向和后向概率在整个序列中抑制空白标记。通过在[30]中的原始方程20中添加正则化超参数来实现（详细概念定义请参见[30]）：*λ*快速发射



*∂*Lα（t，u）(1+ λ快速发射)*β*（t，u+1）如果*k公司*=y*u型*+1
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否则为0。

直观地说，当反向传播到流式ASR网络时，FastEmit将“更高的学习率”（>0）应用于非空白令牌的预测，而空白令牌的预测保持不变。在不同的RNN-T模型上，它能显著降低延迟，同时保持识别准确率。更重要的是，FastEmit不需要任何事先的对齐信息[20,21]，也没有额外的培训或服务成本。*λ*快速发射

# 4.    实验装置

模型架构：所有模型都使用128D logMel特征前端进行训练[26]。这些特征是使用32ms窗口和10ms跳数计算的。来自4个连续帧的特征被叠加以形成512D输入表示，该输入表示进一步由因子3进行二次采样。然后附加一个16D一个热域id向量以形成528D输入向量作为模型的输入。在[4]之后，我们在编码器中使用512D一致性层。一致性层采用因果卷积和左上下文注意层，严格限制模型不使用未来输入。自我注意层采用8头注意，卷积核大小为15。编码器由17个一致层组成。RNN-T解码器由一个具有2个LSTM层的预测网络（2048个单元向下投影到640个输出单元）和一个具有单个前馈层（640个单元）的联合网络组成。在解码器之前的流式编码器顶部的级联编码器中使用了两个非因果一致性层，它们接受额外的5.04s右上下文。所有的E2E模型都经过训练，可以预测4096个单词[31]。解码用第二遍MaxEnt语言模型重新扫描[32]。

一致性RNN-T模型有137M个参数。级联编码器模型中的两个非因果一致性层引入了额外的12M参数。所有模型都在Tensorflow[33]中使用Lingvo[34]工具箱在8×8张量处理单元（TPU）切片上进行训练，全局批量大小为4096个语句。使用同步随机梯度下降和Adam优化器优化模型[35]。

数据集：所有的E2E模型都是在与[1]相同的音频-文本对上训练的，与传统LM训练的万亿字纯文本数据相比，这只是数据的一小部分。为了增加词汇和训练数据的多样性，我们使用表1：不同编码器的RNN-T模型的性能进行了探讨。
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如[26]所述，通过合并多域话语获得更多数据。这些多领域的话语跨越了搜索、farfield、电话和YouTube等领域。所有的数据集都是匿名的，而且都是手工转录的；YouTube话语的转录是以半监督的方式进行的[36]。除了不同的训练集，多条件训练（MTR）[37]和随机数据下采样到8kHz[38]也被用来进一步增加数据的多样性。噪声数据产生的信噪比为0～30db，平均信噪比为12db，T60次为0～900ms，平均500ms。生成8khz和16khz两个版本的数据，每个都具有相同的概率，以使模型对不同的采样率具有鲁棒性。

测试集包括约12K个语音搜索语句，持续时间小于5.5s。它们是匿名的，并且是手写的，是谷歌语音搜索流量的代表。

# 5.    结果

## 5.1.    与合格者一起提高质量

首先，为了提高质量，我们尝试了一致性编码器。表1给出了使用不同编码器的RNN-T模型的语音搜索测试集的比较。带有LSTM编码器的RNN-T模型作为我们的基线（B1），它被证明比传统的混合ASR系统具有更好的质量和延迟性能[1]。将[4]中的Conformer编码器限制为仅在流应用程序中使用左上下文，系统C0由于我们的多域任务中有偏差的批处理规范化统计而显示出显著的功耗降低。这可以通过随机抽样话语（即，无bucketing）来解决，而不是将长度相似的话语聚合到每个批次（表1中的C0无bucketing）中，由于每个批次的计算利用率较低，因此训练速度大大降低。通过用组标准化代替批标准化，系统C1以类似的WER增益但较少的训练速度回归解决了这个问题。进一步交换卷积模块和自我注意模块的顺序，系统C2实现了WER增益和训练加速。与B1相比，C2产生了7%的相对功耗降低和35%的加速比。注：对于B1，我们没有看到更多LSTM编码器层的质量提高。

## 5.2.    延迟改善

|  |
| --- |
| 表2：语音搜索测试集上不同RNN-T模型的质量和延迟比较。 |

在以前的工作[1,2]中，我们致力于改善RNN-T模型的端点延迟，并且已经证明E2E模型比传统的混合ASR系统具有更好的WER和端点延迟折衷。然而，即使如此，我们仍然观察到在基于E2E的流应用程序中存在较大的总延迟。这可以追溯到这样一个事实：E2E系统倾向于将部分假设延迟到端点触发的话语结束时，从而为预取留出更少的空间以减少网络延迟（表2中的B0与B1）。

### 5.2.1.    使用受限对齐减少部分延迟

在这个实验中，我们探索了用对齐信息约束RNN-T预测，如下[20]。当应用于B1时，约束对齐的使用分别实现了PR50和PR90的210ms和230ms延迟减少，质量降低的代价从6.0%降低到6.9%（B2与表2中的B1相比）。负延迟表明该模型甚至在看到演讲结束之前就能够假设整个查询。

### 5.2.2.    使用FastEmit减少部分延迟

然后我们将FastEmit应用于同一基线系统B1。从表2可以看出，B1和FastEmit（B3）给出了PR50和PR90的180ms和130ms下降，而WER回归要小得多（6.0%到6.2%）。此外，B3培训期间不需要校准。为了解决质量下降的问题，我们在表1中更好的E2E C2模型上使用了FastEmit。尽管FastEmit仍带来0.2%的绝对功率回归，但系统“C2+FastEmit”（即C3）在-110ms PR50和90ms PR90下的功率为5.8%，在质量和延迟方面都比B1更好。

### 5.2.3.    使用E2E预取降低预取延迟

接下来，我们探讨了使用E2E预取来最小化部分预取和预取之间的差距，因为预取延迟反映在总延迟中。E2E预取只能在E2E系统中使用，不适用于使用静噪预取的传统型号。从表2中可以看出，将E2E预取添加到C3（即C4）会使PF50的预取延迟降至-50ms，PF90的预取延迟降至110ms，PFR为1.86。水资源增加到6.0%，仍然与B1相当。

## 5.3.    双通道级联编码器

为了进一步解决由于第1遍中的延迟相关优化而导致的质量下降问题，首先采用了基于LAS的两遍重排序模型[1,18]，在表2中称为T1。使用可比较的端点和部分延迟度量，它将WER降低到5.3%；然而，E2E预取效率较低，因为它仅适用于RNN-tep模型。然后我们训练一个级联编码器模型（表2中的T2）。在仅因果模式下，“T2单通道偶然”的性能类似于C4；而在EOQ时，使用附加的非因果第二通道，“T2双通道”实现了与T1类似的WER，但受益于E2E预取的预取延迟要好得多。在非流应用中，我们可以使用“T2单通非因果”来获得更好的4.8%的WER。由于采用波束搜索代替重扫描，T2的计算量远高于T1。在今后的工作中，我们将进一步研究减少它的技术。与先前发布的最佳E2E系统B1相比，使用T2型双通道级联编码器，我们可以获得更好的WER和延迟（包括端点、部分和预取）。

## 5.4.    与传统模型的比较

我们还包括传统的混合ASR模型（表2中的B0）的性能，该模型由发射上下文相关音素的低帧速率声学模型[39]（0.1GB）、764个单词的发音模型（2.2GB）、第一遍5克语言模型（4.9GB）组成。与传统系统B0相比，RNN-T模型（B2除外）具有更好的质量和端点延迟，再次证实了[1]中的发现。使用FastEmit，我们可以通过非常接近的部分延迟（C3）获得更好的质量。B0的-150ms中位部分延迟（PR50）主要来自于对大量纯文本数据训练的较强LM，这种LM甚至在语音结束之前就可能假设完整查询，而E2E模型目前缺乏这种假设。然而，即使部分延迟稍差，E2E系统仍然可以在E2E预取（C4）的帮助下获得更好的预取延迟，这直接影响流asr的总延迟。通过一个额外的非偶然的第二遍（T2两遍），我们可以进一步将WER降低到5.4%，同时仍然比B0有更快的预取。

# 6.    结论

在这项工作中，我们进一步改进了流应用程序中基于RNNT的E2E模型的质量和延迟。为了提高质量，我们用最近开发的Conformer层[4]替换了编码器LSTM层，并采用了一种简单而有效的延迟正则化技术FastEmit[3]，该技术适用于任何基于传感器的模型。此外，我们采用了级联编码器[5]RNN-T模型，这两个过程共享相同的RNN-T解码器。它为我们提供了一个比以前最好的E2E系统更好更快的系统[1]，并且在质量和所有延迟指标上都超过了传统模型。
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